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Abstract

A multiattribute selection task requiring identification of a subset of the best fifteen or so applicants for a faculty position is analyzed with two techniques—SMART and ZAPROS. SMART provides a cardinal measure of each alternative that is easily used to identify the top candidates. ZAPROS relies on ordinal, verbal input from the decision makers, but provides only partial order of alternatives, meaning that the specific number of applicants identified is not guaranteed to be the number desired. Four decision makers took part in the selection task. Essential differences between results across these SMART and ZAPROS were found for all four subjects engaged in this task. Further analysis showed that alternative scores on attributes were found to influence the results more than attribute weights. Verbal scales and judgment used in ZAPROS were considered by the participants to be of more meaning and better enabled understanding of the similarities and differences in preferences and positions. ZAPROS was considered useful in the first stage of the task, as the basis of elaborating group policy in establishing relative importance of attributes and for establishing relative performance of alternatives on attributes. © 1998 Elsevier Science B.V.
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1. Introduction

Most business decisions involve a desire to fulfil multiple objectives. To deal with such situations the concepts of multiattribute decision making have been articulated. However, a difficulty with multiattribute methods is the absence of any objective model capable of dealing with many criteria. Thus, multiattribute methods need to use information (or judgments) from decision makers to reveal his (or her) preferences for characteristics of different alternatives.

One of the most popular approaches in this field is that of multiattribute utility theory (MAUT) which is often substituted by multiattribute value theory for practical tasks under certainty [14,19,27]. The traditional approach consists of the following steps: a list of alternatives is formed; a list of attributes, characterizing aspects important to the decision maker in discriminating among these alternatives is developed; the decision maker determines weights for attributes and scores for each alternative upon each
attribute reflecting his or her preferences; some scalar function (usually additive) is used to combine these scores and weights into an overall value estimate for each alternative. After that all alternatives are rank-ordered according to these estimates and the decision task may be considered accomplished.

Multiattribute decision making is a rather straight-forward process if the decision maker can unambiguously establish numeric values for the importance of each attribute and can unambiguously establish the value of each attribute for each alternative. As the work of Slovic et al. [23], Kahnemann et al. [13], Keeney and Raiffa [14] and others recognize, the process of eliciting necessary information for such decisions is one of the major challenges facing the field. That is why many studies were devoted to questions of the stability, consistency and correctness of judgments used in decision analysis.

There are a number of methods and procedures for eliciting weights and scores. Some of these methods are based on sound theory, while others use simplified heuristic approaches. Experiments [4,22,29] show that different techniques for deriving weights may lead to different results. There is evidence that in many modelling situations, varying specific weights assigned for separate attributes often does not change the selection of the most preferred alternative, thus leading to the conclusion that the model with equal weights works sufficiently for many purposes [6,7,9,28]. However, the situation may not be the same for real decision tasks when differences between alternatives are small. Stillwell et al. [24] reported that these methods are inconsistent when dominated alternatives (i.e., those with lower values for all attributes) are eliminated. In such situations slight differences in weights can lead to reversals in the ranking of alternatives [17,18].

Although discussion about the appropriateness and effectiveness of different multiattribute decision methods is very active in current publications [1,17,19,20,25–27], not much evidence exists concerning application of different decision techniques for solution of the same task in a real task environment. Usually studies apply one method and analyze the others as possible alternatives [11,21].

This paper reports on the applications of two multiattribute decision making techniques to the selection of new faculty members at an AACSB Southern School of Business. Selection of faculty in the current environment has several peculiarities:

1. the number of alternatives for selection is rather large (possibly over 100 applicants for a position);
2. attributes, characterizing each applicant, are elaborated by the selection committee and are essentially qualitative;
3. the aim of the first step is not to select the best applicant, but rather to select a small group (up to 15 applicants) for further investigation;
4. each applicant is evaluated on attributes by members of the selection committee.

The usual procedure (a form of SMART, proposed by Edwards [8]) is used for evaluation of applicants. The set of attributes is formed. Each member of the selection committee evaluates each applicant over these attributes using a 10-point scale (10 is assigned to the best level of attainment). These evaluations are averaged for each applicant. The committee agrees on the relative importance of each attribute and an appropriate percentage is applied to each. These weights and values are used to generate scores for each applicant, which in turn are used for selection of the appropriate group of applicants.

Several questions arise about this procedure:

1. are average scores the best approach to use in selection of applicants?
2. do weights reflect real or imagined preferences of committee members?
3. are there essential differences in estimation of applicants over attributes among committee members, and if so, what are the reasons?
4. what influences the selection more: applied weights, or applied attribute values?
5. is a 10-point scale very comfortable and meaningful to committee members?

All of these questions led to the decision to apply an alternative technique to the same task in order to gain some insight about the procedure and its meaning. ZAPROS [16] was used because: (1) it is based on the existence of an additive value function, as is SMART; (2) attribute importance is not directly elicited, but information is obtained about rank ordering of attribute importance; (3) ZAPROS works with verbal scales and preference is elicited through pairwise comparisons of specially constructed alternatives (differing in value on only two attributes). Preferences are expressed in verbal ordinal form.
(more preferable, equally preferable, less preferable); (4) ZAPROS can work with large numbers of alternatives; (5) ZAPROS is able to select a subset of better alternatives of approximately the desired size.

While based on the same theoretical model as SMART, ZAPROS uses a very different elicitation procedure, and provides some insights about the preference structure of the decision maker.

The analysis shows that there are essential differences between results across these two methods for all four subjects engaged in this task. It is interesting that attribute importance (presented in the form of weights or rank ordering of attributes on importance) influences the result (rank ordering of alternatives) less than the value scores assigned to applicants by members of the selection committee. Verbal scales and judgment were considered by the participants to be of more meaning and better enabled understanding of the similarities and differences in preferences and positions.

1. Task

There were two positions open in the department. One position was in Systems Analysis and Database Systems. The second position was in Production/Operations Management. There were 48 valid applications for the first position, and 45 valid applications for the second. Two faculty members from each of the two disciplines were appointed to the selection committee. The first group (raters 1 and 2) elaborated six attributes, and the second group (raters 3 and 4) used five attributes (attributes are presented in Table 1). For the ZAPROS application, three possible levels for each attribute were used: (1) above average; (2) average; (3) below average.

First, each group conducted the SMART analysis.
1. the rank order of attributes by importance was agreed upon:
   for the first group: C4 = C5 > C1 = C2 = C6 > C3
   for the second group: C1 = C2 = C5 > C3 = C4
2. weights were assigned in accordance with this rank order:
   for the first group: C4 = C5 = 23%; C1 = C2 = C6 = 15%; C3 = 9%
   for the second group: C1 = C2 = C5 = 24%; C3 = C4 = 14%
3. each applicant was evaluated on a 10-point scale.

After the SMART analysis, ZAPROS was used. Before presenting the results of the ZAPROS analysis, we will describe the method in greater detail.

2. Main ideas of ZAPROS

The main idea of ZAPROS is to ask the decision maker to make trade-offs for each pair of attributes and for each pair of possible attributes in ordinal form. To conduct this task, we need to ask a decision maker questions of the type:

What do you prefer: to have above average level on attribute ‘Ability to teach our students’ and average level on attribute ‘The ability to teach Systems Analysis and Database’, or above average level on ‘The ability to teach Systems Analysis and Database’ and

<p>| Table 1 |
|----------------------------------|--------------------------------------------------|</p>
<table>
<thead>
<tr>
<th>List of attributes with possible levels</th>
<th>Attributes for second position</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attributes for first position</td>
<td>Attributes for second position</td>
</tr>
<tr>
<td>1. Ability to teach our students</td>
<td>Ability to teach our students</td>
</tr>
<tr>
<td>2. Ability to teach systems analysis and database systems</td>
<td>Maturity and experience in POM</td>
</tr>
<tr>
<td>3. Evaluation of completed research and scholarship</td>
<td>Ability for leadership of POM program</td>
</tr>
<tr>
<td>4. Potential for publication</td>
<td>Evaluation of completed research and scholarship</td>
</tr>
<tr>
<td>5. Potential for leadership in research</td>
<td>Potential for journal publication</td>
</tr>
<tr>
<td>6. Match of research interests</td>
<td></td>
</tr>
</tbody>
</table>

Levels for ZAPROS
1. Above average
2. Average
3. Below average
average level on attribute ‘The ability to teach our students’?

These questions have to be asked for each pair of attributes and for each level on an attribute scale.

The same information can be obtained in a much more natural way in the form of comparison of two hypothetical alternatives, differing only in attainment on two attributes. This form of ordinal judgment was investigated and found to be quite valid for prefer-

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Alternative A</th>
<th>Alternative B</th>
<th>Alternative C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ability to teach our students</td>
<td>Above average</td>
<td>Above average</td>
<td>Above average</td>
</tr>
<tr>
<td>Ability to teach systems analysis &amp; DBS</td>
<td>Above average</td>
<td>Below average</td>
<td>Above average</td>
</tr>
<tr>
<td>Evaluation of completed research and scholarship</td>
<td>Above average</td>
<td>Above average</td>
<td>Above average</td>
</tr>
<tr>
<td>Potential for publication</td>
<td>Above average</td>
<td>Above average</td>
<td>Above average</td>
</tr>
<tr>
<td>Potential for leadership in research</td>
<td>Above average</td>
<td>Above average</td>
<td>Above average</td>
</tr>
<tr>
<td>Match of research interests</td>
<td>Above average</td>
<td>Above average</td>
<td>Above average</td>
</tr>
</tbody>
</table>

Earlier you said that Alternative A is equal to Alternative B; Alternative B is equal to Alternative C. This leads to Alternative A being equal to Alternative C.

Now you say that Alternative A is more preferable than Alternative C.

What comparison(s) would you like to change: AB, BC, AC?

Fig. 2. An example of contradictory answers during trade-offs.
ference elicitation [15]. An example of such a question is presented in Fig. 1.

As a result of this approach we can construct a set of hypothetical alternatives L with the feature that the best attribute levels are obtained on all but one attribute. The number of such alternatives is not large: \( N = \sum_{q=1}^{Q} n_q - 1 \), where \( Q \) is the number of attributes, and \( n_q \) is the number of possible levels on a specific attribute scale. The task is to fill in the results of pairwise comparisons of alternatives from L to a matrix of size \( N \times N \).

### 2.1. Inconsistent responses

Implementation of this or any other elicitation process involves the potential for inconsistent responses. Some mechanism to deal with such inconsistency is required. The simple way to compare the three possible answers allows one to check new judgments for consistency on the basis of transitivity. If A was said to be preferred to B and B was said to be preferred to C, then A must be preferred to C (an example of such a case is presented in Fig. 2).

The assumed transitivity of preferences and rank orderings of attribute levels make it possible to construct an effective procedure for pairwise comparisons that essentially reduces the number of required comparisons from \( N \times (N - 1)/2 \) [see Ref. [17]].

#### 2.2. Use of pairwise comparisons

As a result of the interview it is possible to rank order alternatives from L. Each alternative from L has only one attribute level differing from the best one. Therefore, we are able to rank order all levels on all attributes. This rank ordering is called the Joint Ordinal Scale (JOS). We are now able to compare levels on different attributes (see example JOS in Fig. 3).

The construction of the joint ordinal scale leads to a simple and easy to understand rule for comparison of multiattribute alternatives. Let us denote the rank in the joint ordinal scale of level \( j \) on attribute \( q \) as \( r(x_{jq}) \). This means that the hypothetical alternative from list L with the best levels on all attributes except \( q \) and with \( x_{jq} \) on the \( q \)th attribute has this rank in the order of alternatives from list L. A smaller rank identifies a better attribute level. The ideal alternative would have best levels of each attribute equal to 1.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Joint Ordinal Scale</th>
<th>Vector</th>
</tr>
</thead>
</table>
| 1    | Ability to teach our students is above average
      | Ability to teach systems analysis and DBS is above average
      | Research and scholarship completed are above average
      | Potential for publication is above average
      | Potential for research leadership is above average
      | Match of research interests is above average | 1111111 |
| 2    | Match of research interests is average | 111112 |
| 3    | Ability to teach systems analysis and DBS is average | 121111 |
| 4    | Research and scholarship completed are average | 112111 |
| 5    | Ability to teach our students is average
      | Potential for publication is average
      | Match of research interests is below average | 211111
      | 111211
      | 111113 |
| 6    | Ability to teach systems analysis and DBS is below average | 131111 |
| 7    | Potential for research leadership is average | 111121 |
| 8    | Research and scholarship completed are below average | 113111 |
| 9    | Potential for research leadership is below average | 111131 |
| 10   | Potential for publication is below average
      | Ability to teach our students is below average | 111311
      | 311111 |

Fig. 3. Results of trade-offs for the applicant selection task.
Let us now consider two alternatives, A and B, for comparison. \( A = (x_{A1}, x_{A2}, \ldots, x_{AQ}) \) and \( B = (x_{B1}, x_{B2}, \ldots, x_{BQ}) \). We can now substitute each attribute level in A and B with its rank in the joint ordinal scale: \( A = (r(x_{A1}), r(x_{A2}), \ldots, r(x_{AQ})) \) and \( B = (r(x_{B1}), r(x_{B2}), \ldots, r(x_{BQ})) \).

The following rule for comparison of alternatives A and B may be formulated: Rule—Alternative A is not less preferable than alternative B if for all \( x_{Aq} \) \( (q = 1, 2, \ldots, Q) \) there is \( x_{Aq} \geq r(x_{Bq}) \) such that \( r(x_{Aq}) \leq r(x_{Bq}) \) and when \( q \) is not equal to \( q_1 \), then \( r(x_{Aq}) \) is not equal to \( r(x_{Bq}) \). When we compare two alternatives, we try to check if A is not less preferable than B. If this is so, and at least one of the inequalities is strict, then A is preferred to B. If we have all equalities, A is equal in preference to B. If the rule does not state that A is not less preferable than B, then we try to determine if B is not less preferable than A. If this is not the case, A and B are incomparable. The applicability of the rule for preferentially independent attributes is proven in Lurichev and Moshkovitch [16].

The idea of the compensation procedure is shown in Fig. 4.

As a result we can obtain a matrix of pairwise comparisons of alternatives, but without the requirement of quantitative estimation of attribute levels. From this matrix a partial rank ordering of alternatives is constructed. This partial rank ordering can be used for selection of a group of better alternatives of the desired size. However, a partial order does not guarantee a specific number of alternatives to be ranked in the top levels. Yet this approach gives a logical means to use ordinal judgments for pairwise comparisons of alternatives. The results are stable to all variations in weights and values that do not violate elicited ordinal properties.

### 3. Analysis of results

Four faculty members participated in the evaluation and selection processes to determine a ‘short list’ of the better applicants for further investigation. Raters 1 and 2 (MIS) worked with the six attributes described in Table 1, while raters 3 and 4 used the five attributes for POM. Applicants were evaluated by each rater on elaborated attributes using a 10-point scale for the SMART procedure, and the three point verbal scale for ZAPROS. A group of 48 applicants were evaluated for the MIS position by raters 1 and 2. A group of 45 applicants were evaluated for the POM position by raters 3 and 4.

First, discrepancies in evaluations of applicants on separate attributes for both forms were investigated. To analyze the similarity in these evaluations for two raters, statistical analysis was applied. The hypothesis of equal means for both raters was tested. Because it is logical to present data in pairs (for each applicant evaluated by two raters) and as the assumption of normality may not be valid for our data, the nonparametric Wilcoxon signed rank test was used [12]. Results are given in Table 2.

These results show that for both pairs of raters, data using a 3-point scale (ZAPROS) were more stable than data from the SMART procedure (using a 10-point scale). These results were significant for five attributes (out of six) for raters 1 and 2 for the 3-point scale, and only for three attributes (out of six) using the 10-point scale. The results from raters 3 and 4 were similar (although on the whole, similar-
ility in evaluating applicants was lower than in the case of raters 1 and 2). For the 3-point scale the results were significant for all attributes except the third. For the 10-point scale significant results were identified for attributes 2, 4, and 5. This could be expected considering the fewer number of possibilities on the 3-point scale. But as can be seen, there are cases when data for the 10-point scale are more similar than the analogous data on the 3-point scale (see, e.g., the second attribute for raters 1 and 2, and the fifth attribute for raters 3 and 4). Differences are greater for the 3-point scale. Additional analysis of the data showed essentially different approaches of raters 1 and 2 with respect to attribute two. The first attribute, ‘Ability to teach our students,’ deals with the applicant’s ability to teach the level of students at the particular university. The attribute, ‘Ability to teach systems analysis and database management systems,’ deals with the applicant’s level of knowledge. The first rater treated these attributes as equivalent, while the second rater had a stricter standard for the second attribute relative to the first. Analysis of the data showed that rater 2 marked more applicants as average for the 10-point scale, while rater 1 spread his ratings more evenly between above average, average, and below average levels. This resulted in a large number of negative differences in evaluations of applications by the two raters using the 3-point scale. In the majority of those cases where these two raters had different ratings, the second rater gave lower ratings. At the same time this unidirectional tendency did not have as much impact when the 10-point scale was used. The Wilcoxon similarity test is based on the equality of the number of positive and negative differences in pairs of data. As a result the 3-point scale was measured as being much less similar for both raters than was found when the 10-point scale was used. The results for the 3-point scale revealed essential differences in the attitude of raters towards the attribute, while the 10-point scale hid these dissimilarities.

According to the opinions of the raters it was easier for them to express their evaluations using definite words (as in ZAPROS). Subjects commented that they agreed that a particular applicant was average on a particular attribute, but for one rater average was 5 to 7, while for the second rater average was from 4 to 6. This noted variance in scoring supports the observations of others that people often can agree on verbal definitions for an object, but have greater difficulty in numerical estimation of the same concept [5,10].

It is therefore necessary to state that there were essential differences in evaluation of applicants over attributes, especially using the 10-point scale. We will next look at subsets of better alternatives identified by the different raters, and evaluate their procedures.

3.1. Results on the selection of a group of better alternatives

Following the traditional approach, attribute weights were developed collectively beforehand. Thus to investigate differences among raters it was only possible to use individual rater evaluations with the same attribute weights for rank ordering of alternatives. The committee was given the task of selecting 15 applicants for further processing. The data on the best 15 applicants are given in Table 3. If there was a major difference in ranking across two raters, that rater with the higher ranking was given the opportunity to argue his (or her) case.

Table 3
First fifteen most preferable alternatives for different raters

<table>
<thead>
<tr>
<th>Rank</th>
<th>Raters 1</th>
<th>Average 1</th>
<th>Raters 2</th>
<th>Average 2</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>29</td>
<td>44</td>
<td>29*</td>
<td>26</td>
<td>29*</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>29</td>
<td>45*</td>
<td>33</td>
<td>34*</td>
</tr>
<tr>
<td>3</td>
<td>45</td>
<td>45</td>
<td>14*</td>
<td>26</td>
<td>32</td>
</tr>
<tr>
<td>4</td>
<td>35</td>
<td>2</td>
<td>35*</td>
<td>12</td>
<td>36</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>14</td>
<td>20*</td>
<td>15</td>
<td>32*</td>
</tr>
<tr>
<td>6</td>
<td>47</td>
<td>35</td>
<td>47*</td>
<td>19</td>
<td>33</td>
</tr>
<tr>
<td>7</td>
<td>21</td>
<td>26</td>
<td>5*</td>
<td>13</td>
<td>23</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>28</td>
<td>4</td>
<td>36</td>
<td>3*</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>8</td>
<td>21</td>
<td>24</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>42</td>
<td>3</td>
<td>25</td>
<td>45</td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>20</td>
<td>16</td>
<td>35</td>
<td>40</td>
</tr>
<tr>
<td>12</td>
<td>36</td>
<td>47</td>
<td>28</td>
<td>34</td>
<td>14</td>
</tr>
<tr>
<td>13</td>
<td>19</td>
<td>38</td>
<td>8</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>14</td>
<td>41</td>
<td>5</td>
<td>41</td>
<td>32</td>
<td>20</td>
</tr>
<tr>
<td>15</td>
<td>7</td>
<td>27</td>
<td>38</td>
<td>14</td>
<td>43</td>
</tr>
</tbody>
</table>

*Indicates that raters in that set included that alternative (candidate) among the top fifteen candidates rated.

Raters 1 and 2 were MIS faculty; raters 3 and 4 were POM faculty.
We see that raters 1 and 2 agreed on only seven applicants as belonging to the group of top fifteen (applicants 5, 14, 20, 29, 35, 45, and 47). All of these seven were in the top fifteen on the basis of average evaluations on attributes. As far as other elements of the actual choice are concerned, they represent five additional applicants from the list of rater 1 and only three from the list of rater 2. Data for raters 3 and 4 were somewhat different. They shared eleven applicants on their lists of fifteen. Of the other four, one came from the list of rater 3 and three from the list of rater 4.

Which is better, to simply average evaluations and use these for alternative scores, or to rank order alternatives for each rater individually to study the results and form the final choice considering this additional information? The first approach is easy to use and to defend. The second approach (as stated by the raters) gives you more information and allows you to make selections in a more responsible way. Further, in our case all raters agreed that the number of applicants in the group actually chosen could range from eight to fifteen, thus providing the opportunity to enlarge the final selected group in accordance with some principle (e.g., first select applicants presented in choices of both raters; if the group is too small, add an applicant from pools of each rater with the highest rank in this group, but not present in the final group, and so on). Such a procedure could help to form the selected group of applicants that were considered by at least one rater to be quite good.

This was followed by application of ZAPROS. Each rater formed a preferable group of about fifteen elements (ZAPROS provides a partial order, and therefore does not guarantee a complete rank order of all alternatives). Results for all raters are presented in Fig. 5.

For the first rater this group contains 13 applicants. The second rater has 12, the third rater 13, and the fourth rater 12. Analogous to the results from SMART, raters 1 and 2 had only six applicants mutually appearing on their lists. Raters 3 and 4 had nine mutual applicants on their final groups.

Comparison of results for the same raters across the two methods show that groups on the whole are quite similar. The first rater had 13 applicants on the preferred list from ZAPROS. Of these 13, 11 were

Fig. 5. The stable preferred group for rater.
Table 4
Rank ordering of attributes on importance

<table>
<thead>
<tr>
<th>Raters</th>
<th>Rank orderings of attributes</th>
<th>Attribute weights</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C1 = C4 &gt; C5 &gt; C3 &gt; C2 &gt; C6</td>
<td></td>
</tr>
<tr>
<td>Rater 1</td>
<td></td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>C1 = C3 &gt; C4 &gt; C2 &gt; C5 &gt; C6</td>
<td>0.2</td>
</tr>
<tr>
<td>Initial mutually agreed</td>
<td>C4 = C5 &gt; C1 &gt; C2 &gt; C6 &gt; C3</td>
<td>0.15</td>
</tr>
<tr>
<td>Rater 3</td>
<td></td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>C1 &gt; C3 &gt; C4 &gt; C2 &gt; C5</td>
<td>0.2</td>
</tr>
<tr>
<td>Initial mutually agreed</td>
<td>C4 &gt; C2 &gt; C1 = C3 = C5</td>
<td>0.25</td>
</tr>
<tr>
<td>Rater 4</td>
<td></td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>C1 = C2 = C5 &gt; C3 &gt; C4</td>
<td>0.24</td>
</tr>
<tr>
<td>Initial mutually agreed</td>
<td></td>
<td>0.14</td>
</tr>
</tbody>
</table>

Attribute weights for individual raters were inferred from the rank orderings obtained from ZAPROS. Initial mutually agreed upon ratings were from SMART analysis.

also on the list of 15 obtained using SMART. For rater 2, with 12 applicants on the preferred list, 11 of which were on the list of 15 obtained using SMART. Rater 3 had a list of 13 applicants from ZAPROS, of which 11 were on the list of 15 obtained from SMART. For rater 4, 10 of the 12 applicants obtained from ZAPROS that had been on the list of 15 obtained from SMART. This implies stability of results across methods.

On the other hand, statistical analysis with respect to the rank ordering of alternatives identified significant differences in results from each rater across methods, as well as between raters using the same method. This result supports analogous findings in experiments with students using different multiattribute techniques for rank ordering of the same alternatives [17,18].

3.2 Analysis of attribute importance and attribute values

Further analysis examined differences in preferences expressed by raters across the two methods, and to find out the level of influence on the result of preferences and of alternative evaluations over attributes. First, using information obtained from ZAPROS, the underlying structure of attribute importance (presented in the joint ordinal scale) was identified. Rank orderings of attributes for each rater are given in Table 4. Although different weights can be used to provide the same rank order of attributes, raters revealed their preferences in the presented weights. Investigations by Barron and Barrett [2] showed that different schemas of acquiring weights on the basis of their rank ordering provided very stable results in selecting the best alternative from a predefined set of alternatives.

We see that there are essential differences in rater attitudes towards attributes. More interesting is the fact that there are also significant differences between these ratings and those obtained from SMART. This supports the observation that people can think of different things when they are asked about attribute importance, although attribute weights are used in a definite way requiring meaning [3,17,18].

To evaluate the extent these differences influenced the results, the following analysis was conducted. The joint ordinal scale constructed for one rater was used on a set of alternatives evaluated by the other rater. Results are presented in Fig. 5.

Table 5
Rank correlations (Spearman) of different alternatives' rankings

<table>
<thead>
<tr>
<th>Pair of rank orderings</th>
<th>Spearman correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZAPROS</td>
<td>Traditional</td>
</tr>
</tbody>
</table>

**Different preferences and different data**

| Rater 1 vs. rater 2 | 0.0304 | 0.0147 |
| Rater 3 vs. rater 4 | 0.2835 | 0.0451 |

**Different preferences but the same data**

| Rater 1 vs. rater 2 with data of rater 1 | 0.9438 | 0.989 |
| Rater 2 vs. rater 1 with data of rater 2 | 0.7493 | 0.9745 |
| Rater 3 vs. rater 4 with data of rater 3 | 0.9503 | 0.9841 |
| Rater 4 vs. rater 3 with data of rater 4 | 0.8475 | 0.9558 |

**The same preferences but different data**

| Rater 1 vs. rater 1 with data of rater 2 | 0.1905 | 0.0312 |
| Rater 2 vs. rater 2 with data of rater 1 | 0.0133 | 0.0128 |
| Rater 3 vs. rater 3 with data of rater 4 | 0.1076 | -0.0699 |
| Rater 4 vs. rater 4 with data of rater 3 | 0.3394 | 0.0496 |
Weights of rater 1 and data of rater 1
29 → 45 → 35 → 14 → 20 → 47 → 21 → 4 → 16 → 3 → 5 → 19 → 36 → 43 → 41

Weights of rater 2 and data of rater 2
44 → 2 → 29 → 45 → 26 → 35 → 28 → 14 → 8 → 20 → 5 → 42 → 47 → 38 → 27

Weights of rater 1 and data of rater 2
29 → 2 → 44 → 45 → 14 → 26 → 35 → 8 → 28 → 38 → 5 → 42 → 47 → 20 → 27

Weights of rater 2 and data of rater 1
29 → 45 → 35 → 20 → 14 → 47 → 4 → 16 → 21 → 3 → 5 → 43 → 41 → 19 → 36

Weights of rater 3 and data of rater 3
15 → 33 → 26 → 12 → 20 → 19 → 13 → 36 → 24 → 25 → 35 → 45 → 3 → 32 → 14

Weights of rater 4 and data of rater 4
26 → 31 → 32 = 36 → 15 → 33 → 23 → 3 → 13 → 45 → 40 → 14 → 12 → 20 → 43

Weights of rater 3 and data of rater 4
31 = 32 = 36 → 26 → 33 → 23 → 3 → 13 → 45 = 20 → 12 → 14 → 43

Weights of rater 4 and data of rater 3
15 = 33 = 20 → 12 = 26 → 19 → 36 → 13 → 24 → 35 → 3 → 25 → 45 → 32 → 14

Fig. 6. Rank orderings of alternatives with different preference structures and data.

These results show that the ranking of alternatives are similar for different joint ordinal scales used for the equally evaluated alternatives for both pairs of raters. Statistical analysis of this similarity is given in Table 5.

This supports the idea that differences in evaluation of alternatives over attributes influences the final ranking of alternatives more than the applied preference structure. This was demonstrated using ZAPROS, which used 3-point scales (and in this case differences among raters in evaluation of alternatives over attributes was smaller than in the 10-point case). Therefore, additional analysis was conducted.

Raters were asked to assign attribute weights individually in accordance with the rank ordering of attributes obtained through ZAPROS. These results were given in Table 4. These weights were used to calculate alternative scores for each rater, and in addition, using the other rater's evaluation of alternatives over attributes. Results of rank correlation between these rankings (Spearman correlation coefficients) are presented in the last column of Table 5. The rankings obtained are given in Fig. 6.

These results match the previous results in this study, supporting the idea that the structure of alternatives influences the result to a larger extent than does the applied preference model.

3.3. Discussion

Implementation of different procedures for evaluation of multiattribute alternatives is widespread in real practice. Usually people prefer to use simple and easily understandable procedures (as SMART) for such cases. When there are several decision makers, data on attribute importance and alternative scores over these attributes are averaged to reach a final decision.

The results obtained in this real case study using real decision makers support previous findings based on experimental work.

(1) Different procedures used for elicitation of attribute importance may lead to different results even for the same decision maker. Table 4 gave results demonstrating differences in attribute weights from the two methods used.

(2) Different multiattribute procedures used for rank ordering of the same alternatives may lead to different results even for the same decision maker.
SMART rankings by rater are given in Table 3. ZAPROS rankings by rater are given in Fig. 5. The first choice by ZAPROS was ranked 3rd for rater 1, and 7th by rater 2. The partial order of ZAPROS gave three top rated alternatives for rater 3, ranked 1, 3 and 4 by the SMART procedure. For rater 4, the two top rated alternatives from ZAPROS were ranked 1 and 5 by the SMART procedure. Thus, there is obvious correlation, but differences in selection of the top choice across methods (more obvious for raters 1 and 2).

(3) Our experience indicates that differences in alternative scores over attributes may influence the result to a larger extent than do differences in attribute weights.

We see these results providing some insight into group decision making: (1) committee members usually agree on some averaged presentation of their preferences to reach some average decision, but find it easier to obtain a compromise position when their differences with other committee members were identified for them; (2) evaluation of alternatives over attributes using the stabler verbalized scales (as in ZAPROS) led to greater similarity of results across committee members; (3) differences in attribute weights, as well as the method used, influence the results less than evaluation of alternative scores on attributes; (4) rank ordering of alternatives is highly influenced by the parameters of the task, but the contents of a larger group of better alternatives may be rather stable across different environments.

4. Conclusions

Two MAUT techniques were compared in the task of identifying a ‘short list’ of applicants for further consideration for academic positions. Technique SMART provides a cardinal measure of each alternative that is easily used to identify the top candidates. ZAPROS, relying on ordinal, verbal input from the decision makers, was found to provide better insight into individual differences in preference structures.

A number of process features were inferred by the group.

The committee members found that a less quantitative method was better for revealing inner preference structures. This information was then used to develop a group strategy for the evaluation process.

Evaluation of alternatives against attributes was considered important by the group. These scorings were found to influence the final selections a great deal, even more than the weights on attributes.

During this experience it was noticed that attribute weights and scores of alternatives over these attributes are not independent. If an attribute is considered to be very important, raters tended to give lower scores over these attributes. On the other hand, if attributes were considered minor, raters tended to give high scores to all alternatives. This feature violates the fundamental assumptions of MAUT, and should be investigated in future research.
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